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Measurements of planar target heating by an intense lithium ion beam
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The heating of a planar multilayé€H-Au-Al-CH) foil target by an intense lithium ion beam is measured
using time-integrated spectroscopyk# x-ray satellite emission from the Al layer. The time-resolved beam
irradiance, kinetic energy, and focal spot size are simultaneously measured using lithium ions Rutherford
scattered from the foil. The approximately 20 ns full width at half maximum, 10 MeV peak kinetic energy,

Li ®* ion beam deposited up to 435 TW(¢r 3099 in the Al layer. The peak electron temperature reached in

the Al layer is estimated to be 38—43 eV by comparing the relative emission intensities from the He-like and
Li-like Al with collisional-radiative-equilibrium (CRE) calculations. The data are used to examine one-
dimensional radiation-hydrodynamic simulations that calculate the target plasma temperature and density using
the measured beam parameters as input. It was found that a detailed CRE treatment of the atomic level
populations and the line transport is essential for accurate calculations of the radiation loss from the ion heated
target. Simulations that include such a treatment embedded within the radiation-hydrodynamic calculations are
in good agreement with the data, within the experimental uncertainties. The methods developed here for
observation and analysis Kfa spectra provide a sensitive tool suitable for the more stringent examinations of
intense ion beam-matter interaction models that will ultimately be required for light-ion driven fusion.
[S1063-651%97)03612-X

PACS numbe(s): 52.58.Ei, 52.70.La, 52.40.Mj, 52.25.Nr

[. INTRODUCTION energy deposited per unit lengtdE/dx), occurs as the tar-
get is heated. This is because free electrons resulting from
Target heating with light ion beams is a promising target atom ionization contribute more to the stopping than
method [1-3] for achieving inertial confinement fusion an equal number of bound electrons. A revig8y of the
(ICF). Significant improvements in ion beam irradiance,concepts and available measurements of ion stopping in plas-
beam emittance, and control over the beam kinetic energgnas indicates that at present, the uncertainty in ion stopping
are needed to achieve fusion. Reaching this goal will alse@alculations is approximately-15%. Reduction of the ion
require a robust predictive capability for intense ion beam-range uncertainty is needed for more robust target designs
plasma interaction. The term “interaction” here includes theand a credible attempt at achieving fusion. In addition, the
deposition of ion energy into the target, the hydrodynamicadiation flux from the ion-beam-heated plasma inside the
target motion, and the radiation generation and transporhohlraum depends on the plasma temperature, density, and
The present status is that only extremely limited experimentsomposition. Accurate calculations of the radiation genera-
validating radiation hydrodynamic models of ion beam targetion and transport require predictions of the plasma tempera-
interaction have been reported in the high beam intensityure and density evolution and self-consistent predictions of
regime. This paper describes experiments and simulatiorthe atomic level populations. The complexity of such radia-
that are a step towards providing such tests. tion hydrodynamic calculations, and the interrelationship be-
The baseline approach to light ion fusion relies on antween the ion range and the radiating target plasma created
indirect-drive hohlraum configuration consisting of a gold by the beam, motivates experiments aimed at testing models
sphere filled with low-density CH foam, with the actual ICF for the ion beam target interaction.
capsule at the centé¢4,5] of the sphere. The ions penetrate  Experimental information on ion-heated targets has been
the gold wall and deposit their energy in the foam, stoppindimited by the difficulties encountered in producing high-
before they impact the capsule. The radiation from the CHyower ion beams. Previous related experiments have mea-
plasma is confined by the gold hohlraum wall, providing asured ion slowing in & pinch[7,8] or laser-produced plasma
symmetrized bath of x rays that drives the capsule implosion.9] that is created independent of the ion beam. The first
High-efficiency ICF implosions depend critically on knowl- experiments measuring range shortening in an ion-beam-
edge of the ion range, since ions that are deposited togenerated plasma were conducted by Yoahgl.[10] using
deeply inside the hohlraum target are likely to imprint asym-a ~50 TW/g deuteron beam. Later experimefid] ex-
metries on the capsule, while if the ion range is shorter thatended range shortening measurements+®80 TW/g pro-
expected, the hohlraum target mass will be larger than dgon beam. However, neither of these experiments included a
sired for maximum yield. Most of the ion stopping is pro- measurement of the target temperature. Consequently, the
vided by collisions of projectile ions with target electrons. calculations of range shortening that were compared with the
Range shortening, along with a corresponding increase in théata relied on radiation hydrodynamic simulations of the
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plasma temperature and the resulting ionization distribution. magnetic
Therefore, these experiments were extremely valuable, but specrometa
they were unable to test simulations of the integrated ion
beam deposition—radiation generation physics. The tempera- /" Troetoss segion )
ture of heavy-ion-beam produced plasmas has been spectro-
scopically measuredl 2,13 and compared with simulations,
but the specific deposition was limited te0.3 TW/g and the :
resulting plasma temperatures were less than about 1 eV. In T b on movle camera
recent intense protofl4—1§ and lithium [17] ion beam
experiments with specific depositions up to 1600 TW/g the
target temperature was measured, but in all these experi-
ments a simultaneous measurement of the incident beam ir-
radiance was inhibited by the use of target geometries that
maximized the resulting temperature, at the expense of lim-
iting diagnostic access. This again prevented tests of the abil-
ity to accurately model the ion beam—plasma interaction.
The unique feature of the present experiments is a simul-
taneous measurement of the incident beam intensity and the
resulting target plasma temperature. An approximately 1.2
Tw/cm?, 10 MeV, 20 ns full width at half maximum FIG. 1. Schematic diagram of the experiments. The diode is
(FWHM) Li®" ion beam irradiates a CH-Au-AI-CH cylindrically symmetric about the center lir@L, but only a 64°
multilayer foil target, reaching a peak specific deposition ofazimuthal sector is allowed to irradiate the target on axis. The target
about 435 TW/g in the Al layer. A suite of diagnostics useslies in the plane formed by the axis and a line in they plane at
Rutherford-scattered beam ion@rimarily from the Au  45°. Note that for clarity, only the top diagnostic suite is shown;
layen to measure the space- and time-resolved incident beamore diagnostics are located below the target.
kinetic energy, irradiance, and focal spot size. The uncer-
tainty in the measured absolute ion beam irradiance is estby 25% gave excellent agreement, while an increase of 50%
mated to bex30%. The target temperature is measured usresulted in an overionized synthetic spectrum. This indicates
ing time-integratedK @ x-ray satellite emission, produced that present models of the beam-target interaction, including
when ion impact ionization creatd&-shell holes in the Al.  models for both ion beam deposition and radiation genera-
The K« technique was found to be a very sensitive tool fortion and transport, are adequate to provide predictive capa-
diagnosing ion heated plasmas, providing the capability tdility for these experiments, given the30% uncertainty in
measure changes in the electron temperature®$ and in  the measured ion beam irradiance.
the ion beam irradiance 6f10%. The fact that the ion beam  The methods developed here for observation and analysis
is continually heating the target during the time whéa x  of Ka spectra provide a sensitive tool suitable for the further
rays are generated also implies that the target temperaturaore detailed examination of models for higher power ion
monotonically increases during this period. The features beam interaction with matter that will be required for light-
corresponding to low charge states are thus produced mainlgn driven fusion. Future experiments should use time-
early in time and the features corresponding to high chargeesolved spectroscopy and improved beam irradiance accu-
states are produced mainly near the end of the pulse, wheaacy. However, as noted above, the charge state distribution
the temperature is the highest. This enabled us to determingrogresses from low charge states early in the pulse to high
that the peak electron temperature in the Al layer is 38—4%harge states later. In addition, the intensity of eehfea-
eV by comparing the relative intensity of satellites arisingture depends on the duration of the appropriate charge state’s
from the Li- and He-like aluminum charge states with existence in the plasma, convolved with the beam intensity
collisional-radiative calculations. The sensitivity of tKex ~ and kinetic energy in that time interval. These facts imply
technique also enabled us to test the validity of onethat the agreement with the present time-integrated data al-
dimensional1D) radiation-hydrodynamic simulations of the ready provides some support for the time-dependent simula-
target, using the measured beam properties as the simulatidion fidelity.
input. Detailed atomic energy level modeling embedded
within the radiation-hydrodynamic code was used to provide
accurate atomic populations and radiation transport. Com-
parisons of the detailed line-transport model with more tra- In our experiments an applied-magnetic-field ion diode
ditional multigroup transport calculations showed that for the[18] converts the electrical power pulse from the Particle
Al plasma conditions—optically thin continuum but opti- Beam Fusion Accelerator I[PBFA Il) into an intense
cally thick lines—the multigroup model overestimates thelithium ion beam. The cylindrically symmetric diode accel-
radiation loss by a factor of 2—5. The detailed treatment usedrates a radially directed singly ionized lithium beam across
here was therefore essential to obtaining accurate resulta.~2 cm anode-cathodéAK) gap (Fig. 1). The AK gap is
The relative emission intensities of the simulaked satellite  insulated against electron losses by a 2—3 T magnetic field
features reproduce the experimental values reasonably welpplied parallel to the cylindrical axisee Ref[18]). After
although the simulated spectra are systematically somewhatceleration, the beam enters a gas cell and is ballistically
underionized. Increasing the simulation input beam intensityransported~13 cm to the target located on the cylinder axis.

tungsten
shield

II. ION BEAM MEASUREMENTS
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The beam is stripped into the¥'i charge state upon penetra-
tion of the 2um-thick Mylar membrane that separates the

12t .
AK gap from the 2 Torr argon gas cell and it remains ap- ‘\E’ 10k E
proximately fully ionized when it impacts the target. The Eo_g E ]
diode is divided into four 64° azimuthal sectors for diagnos- S o6k 3
tic purposes. The beam from one 64° sector irradiates the ﬁ 04f -
planar foil target on the diode axis and the beam from the =02t ]
other three sectors is directed into a variety of other off-axis
diagnostics to further evaluate the beam properties. The tar-
get is placed at a 45° angle with respect to the diode axis. <
The foil target consists of a CH-Au-AI-CH sandwich, with é
typical layer thicknesses 0,2m-0.5um—0.2 um—0.2 um, Z
respectively. The lithium beam deposits only about 10% of g
its energy(at the 10 MeV peak incident kinetic enejgyn 2
this relatively thin foil. The target was kept thin compared to é

the ion range in order to minimize gradients and difficulties
with beam diagnostic interpretation, at the expense of lower
deposited beam energy. The CH layers are intended to retard

the hydrodynamic expansion of the Au and Al layers. The 12 vertical ¢~ ]
Au layer provides the primary beam diagnostic, since about E x -

95% of the total Rutherford-scattered ion signal results from E WF . 1
the gold because of its high atomic numi§&y and density. 2 38 \

The aluminum layer is chosen because its relatively simple
Ka spectrum provides a measure of the target temperature,
as described below.

horizontal 1

é 12 22 32

The ion beam incident on the planar foil targets was mea- time (nsec)
sured[19] with a time-resolved ion pinhole camef20], an o .

and a time-resolved magnetic spectromg8—25 that also experiment 5851. The_ begm irrgdiar_wce_is s_pecified at the peak of the
has 1D spatial imaging capability. The time-resolved ion pin-2PProximately Gaussian intensity distribution.

hole camera uses a 2D array®fl-N diodes to record ions

Rutherford scattered from the target and imaged through enagnetic spectrometer is also used to determine the incident
0.7-mm-diameter pinholémagnification= 2). This diagnos- particle current densityintegrated over the vertical spatial
tic is considered to be the most accurate measure of irraddimension, while the energy-resolved pinhole camera
ance because of the 2D imaging and the time resolution. Theainly provides a cross check on the primary time-resolved
magnetic spectrometer also records Rutherford-scattered iomseasurements. The measured lithium ion beam properties
with a 2D P-1-N array, but in this case one dimension is from PBFA Il experiment 5851 are shown in Fig. 2. During
used to measure the beam kinetic energy and the other prthe first 10 ns of the pulse the beam is essentially 1009 Li
vides 1D spatial imaging. Both time-resolved diagnostics arén the acceleration gap, impacting the target a¥'LiLater,
housed within a 1000 kg tungsten shield to reduce the noisienpurities appear in the beam, but they do not focus onto the
induced in theP-1-N diodes by the hard x rays generated target because of deflections in the applied magnetic field.
from electron losses in the diode. The energy-resolved iofThe Li** irradiance shown in Fig. 2 is taken near the peak of
pinhole camera uses a nuclear track recording pld&tR-  the approximately Gaussian beam profile. The focal spot size
39) to record Rutherford-scattered ions imaged separatelyneasurements reported in Fig. 2 correspond to the dimen-
through six pinholes, with different filter thicknesses to pro-sions of the beam FWHM measured perpendicular to the
vide energy bins. This instrument provides the best spatidbeam propagation direction. The actual beam spot in the foll
information and quasitime resolution can be obtained, sincelane is elongated in the vertical direction in Fig. 1) be-

the beam kinetic energy falls monotonically during the pulsecause of the 45° target tilt angle.

We first use the magnetic spectrometer to determine the The Rutherford-scattering diagnostics measure the ion
time-resolved beam kinetic ener@yoltage as a function of beam properties after the ions travel through the target. Thus,
the horizontal positioriz direction in Fig. 2. The 1D spatial in order to determine the beam properties incident on the
imaging capability is important because the instantaneousurface of the target, the energy lost by the beam ions in the
beam kinetic energy varies with horizontal position by up totarget plasma must be taken into account. This loss depends
10%. This is in addition to the instantaneous kinetic energyon the target plasma temperature because of the range short-
spread at any given target position, which is typically smallening effects mentioned aboy8]. The temperature depen-
early in the pulse but can rise t810% late in the pulse. dence of the energy loss in the hot target was taken into
Knowing the beam kinetic energy, we determine the incidenaiccount using an iterative procedure. First the beam irradi-
particle current density and the focal spot size on the targeince was determined using the cold stopping. Then the ra-
from the time-resolved ion pinhole camera, correcting for thediation hydrodynamic code described below was used to cal-
energy dependence of the Rutherford-scattering cross sectiaunlate the region-averaged target temperature for each
and the time of flight from the target to the detector. Thematerial as a function of time. The irradiance was then re-
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TABLE I. Processes leading 0« satellite transitions. Note that for clarity the examples refer to specific
initial configurations, although in general a distribution of charge states and excited states will exist. For all
cases the configuration after ion impact decays whep el@ctron fills the & hole.

Example description Initial configuration Configuration after ion impact
(A) Single ion impact ion- §225%2p? 1s2s%2p?

ization, hot Al target (C-like) (B-like)

(B) Multiple ion impact 1s%2s%2p* 1s2s%2p?

ionization, hot Al target (O-like) (B-like)

(C) Single ion impact ion- $225%2p23s 1s2s%2p?3s

ization, hot Al target (N-like) (C-like)

(D) Single ion impact ion- $22s2p 1s2s2p

ization, hot Al target (Be-like) (Li-like)

evaluated using the hot targgE/dx energy loss. This treat- vacancies in thex=2 or n=3 (L or M) shells. The wave-
ment increases the irradiance by 10—20 % during the secoridngth of the 5-2p Ka transition is sensitive to these extra
half of the pulse after the target has heated up. This correcracancies because the screening of the nucleus experienced
tion is relatively small, even though the target heating enpy the electron making thesi2p transition is reduced when
hances the energy deposition by up to a factor (Bdc. IV),  there are fewer spectator electrons. Thus, the satellite lines
because the energy lost in the thin foil target is a relativelyzre plueshifted with respect to the neutral-atm transi-

small fraction of the incident beam energy. tion, with the amount of the blueshift increasing as the num-
The uncertainty in the incident beam properties is impory ., of | - or M-shell vacancies increases.
tant because ultimately this limits the severity of the tests we K « satellites are observed when an atom embedded in a

can ?‘pp'y to our under_star_1d|ng of beam target heating. Thﬁot plasma undergoes simultaneous thermal ionization and
irradiance data shown in Fig. 2 are an average over the mag-

. . ... bombardment with high-energy projectiles. For moderate
netic spectrometer and movie camera results. The variation Lo
amasma temperature€l0—-100 eV, thermal ionization of

+15% throughout the pulse, but we estima®8—25 the mediumz atoms such as aluminum produdeshell vacan-
absolute uncertainty to be approximateB0%. The possi- CI€S- Energetic electrons or ions |nC|den_t on a_su_ch a hot
bility of errors in the angular dependence of the incidenti@rget producedvacancies by inner-shell impact ionization,
beam is particularly important because of the*giterm in leading to emission df a satellites as theslholes are filled.

the Rutherford-scattering cross section. This concern is exAn example for an Al target atom initially in the C-like
acerbated if the beam current density is spatially nonuniforn¢harge state is shown in TableA). After the inner-shell
within the 64° sector that irradiates the target, since ions thdPhization, theKa transition occurs in the B-like ion. Such
are preferentially accelerated from either the top or bottom oProcesses are responsible fo& satellites observed in solar
the anode arrive at the target with greater or smaller incidernd Tokamak spectii@6], they have been used to measure
angles, respectively. An array of Faraday cups located in onBot electrons in CQ laser experiment$27,28, and they

of the other sectors is used to verify that global nonuniforwere proposed29] by Nardi and Zinamon as a means to
mities are less thart20%. The errors that result from other measure the temperature of ion-heated plasmas. This diag-
factors such as the target thickness, Fhé-N detector dead nostic method relies on the emission of a characteristic sat-
layer thickness, and the hot targhE/dx correction are each ellite wavelength by each charge state, so that the target
small, but their cumulative effect can be significant. In addi-Plasma charge state distribution can be determined from the
tion, although impurity ions are deflected from the targetrelative intensity of the satellites. The plasma temperature
center by the magnetic field, it is difficult to measure thecan then be inferred from the ionization distribution, pro-
actual |mpur|ty ion flux reaching the center of the target be.Vided some information is available for the plasma denSity.
cause filter and target thicknesses chosen to optimize thEhe first experiment§l4] exploiting K« satellites to diag-
lithium signal are sufficient to completely stop most impuri- N0Se an ion-beam-heated target were performed in 1990, al-
ties before they reach the-1-N detectors. Therefore, we though, as noted above, these experiments offered limited
cannot rule out the possibility that impurity ions deposit en-capability to test understanding of beam-heated matter be-
ergy in the target center up to the equivalent of approxi-cause the incident ion beam was not simultaneously mea-
mately 10% of the total lithium beam energy deposition.sured. Another type ok« satellite experiment uses thermal
Thus, it is difficult to reduce the uncertainty in Rutherford ionization in a hot plasma to produ¢eshell holes and the

scattering ion beam intensity measurements bet®0%. satellite transitions are then observed in absorption using an
x-ray backlighter. The use of this method in laser-produced
IIl. TARGET HEATING MEASUREMENTS and x-ray-heated plasma experiments has become wide-

spread 30—34 in recent years and is presently considered to
The response of the target to the ion beam heating iprovide a robustbetter than=10% accuracytemperature
measured using AK « x-ray satellite spectroscopia sat-  diagnostic in the 30—80 eV temperature range. These experi-
ellite transitions appear when inner-shell ionization from thements are relevant to the present, ion-beam-produked,
n=1 (K) shell of an atom is accompanied by simultaneoussatellite measurements because they provide a database that
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is used to benchmark the complex atomic physics computer 6 g T T T
codes used to analyze the data. B ¢ N
The atomic physics calculations used to interpret the ion-
induced Ka satellite spectra must account for the term-
dependent fluorescence yields, the charge state dependenceg 4
of the inner-shell ionization cross sections, and resonant self- ¢ Be
absorption. The analysis is further complicated by the fact
that there is not a one-to-one correspondence between the
Ka satellite intensity distribution and the charge state distri-
bution. Processes exist that cause transitions from different
charge states to overlap. Multiple inner-shell ionizatji@h] SN VR B VY N | RSO
is potentially important because of the finite probability that ..
a beam ion creates one or mdreshell holes, in addition to o Bl ool ~Ui
the K-shell hole. The multiple and single ionization cross 7.8 8.0 8.2
sections are comparable ferl0 MeV Li** projectiles inci- (A
dent on Al I-IV ions, but the multiple ionization cross sec- _
tion decreases rapidly as the target ionization increases be- FIG- 3. Al Ka x-ray spectrum from PBFA Il experiment 5851.
cause the target atom electrons are more tightly bound e |soglect_ron|c species designations correspond to the Al charge
Multiple ionization results in a transition that corresponds toState Primarily responsible for the labeled feature.
one or more charge states above the usual, single-inner-shell-
ionizationK « satellite. An example of multiple ionization of these experiments, but the detector survives intact. A 1.0 or
an Al target atom initially in the O-like charge state is shown2.0 mm space-resolving slit provides 2 or 4 mm spatial reso-
in Table KB). In this example, two extra vacancies in the 2 lution at the targetmagnification=1). The pentaerythritol
shell are created in addition to the inner-shell vacancy, (PET) crystal was curvedl38] to a 49.2 cm focal-length el-
and the resulting transition occurs in a B-like Al atom. Thislipse with eccentricity typically 0.9188 and height parameter
emission will overlap with the&K « feature from single ion- 4.1656 cm(as defined in Ref[36]). The range covered in
ization shown in Table(A) and must therefore be included first order was 6.4—8.66 A. The spectral resolution was as
in the atomic model. Another process leading to overlappinghigh as\/o\~1200, determined by recording Kla spectra
Ka features is transitions in atoms that were initially in anfrom a standard x-ray source. Note that the destruction of the
excited state populated by the thermal plasma processes. Anray crystals in each experiment prevented calibrations of
example is shown in TablgT). A N-like Al atom with an  all crystals used and the actual spectral resolution in the data
electron excited into the=3 shell produces a transition in shown below may have been somewhat lower. The spectra
C-like Al after the inner-shell ionization occurs. However, are recorded on Kodak DEF film, developed for 5 min in
the wavelength of this transition is similar to transitions in GBX developer at 68°. The data below are corrected for the
B-like Al, since the screening provided by the 8pectator film responsd 39,40 (including the angle of incidence in the
electron induces only a small wavelength shift. The slightlohann geometjythe nominal crystal reflectivity41], and
redshift of the line due to the extre=3 spectator makes this the light-tight filter transmission.
contribution difficult to distinguish experimentally from tran- A typical time-integrated « spectrum from a foil heated
sitions in B-like Al, implying that the collisional radiative by the PBFA-II Li ion beam consists ofsi2p transitions
calculations must account for both the charge state distribufrom Mg-like to He-like aluminum(Fig. 3). In Fig. 3 the
tion and the excited state distributions within each chargdeatures are labeled according to the charge state in which
state. These effects—multiple ionization and excited statéhe transition actually occurs, after inner-shell ionization
configurations—are essential to productionkod emission takes place. The emission from a givKm satellite at any
from atoms initially in He-, Li-, and Be-like charge states. instant in time depends on the number of target atoms in the
The ground configurations of these ions initially have noappropriate configuration, the number and kinetic energy of
electrons in the 2 state and consequently, either thermalthe incident projectiles, and the relevant atomic rates. The
excitation, multiple ionization, or simultaneous ion impactintensity of each feature in a time-integrated spectfig.
ionization and excitation are required to produ¢e satel- 3) depends on a convolution of the time histories of the
lites. An example forKa production from Be-like Al is target charge state and excited state distributions and the
shown in Table (D). beam current density and kinetic energy. We note that in the
The Ka spectra in the present experiments are recordedbsence of large radiation losses, the target temperature in-
with an elliptical crystal spectrograpl86] operated in the creases monotonically as long as the ion beam irradiation is
Johann-focusing modg87]. This essentially renders source significant. Each change in the target temperature of a few
broadening negligible, a crucial consideration since the scaleV induces a perceptible change in tdex spectrum(see
size of the plasma created by the ion beam-8-10 mm  Sec. V). This, plus the fact that thi€ « emission occurs only
(Fig. 2. The elliptical geometry also has the advantagewhen the ion beam is present, means that some information
that the detector is isolated from the line of sight to theon the time evolution of the target conditions is contained
plasma by the structure of the slit placed at the ellipse focuseven in time-integrated spectra. A complete analysis of time-
reducing the debris and scattered x rays incident on the déntegrated data requires the use of a radiation-hydrodynamic
tector. The debris resulting from the large energy deliveredalculation, as described below, since K intensities are a
to the diode routinely destroys the x-ray crystals used irconvolution of both the time-varying beam intensity and the
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time-varying target conditions. However, théx features The experimental intensity ratio of the He-like to Li-like
corresponding to low charge states are produced mainlgmission is 0.2220%. The uncertainty in this ratio mainly
early in time and the features corresponding to high chargarises from the weakness of the Heature compared to the
states are produced mainly near the end of the pulse, whegpectrum noise, making a precise determination of the back-
the temperature is the highest. Thus, even in the absence gfound intensity difficult. The relative intensities and the un-
time-resolved data, we can determine the approximate pedi€rtainties are determined by fitting Gaussian peaks to the
temperature by comparing the relative intensities of the feadata using therosrIT line-fitting computer cod¢53]. We
tures arising from the He- and Li-like charge states withhave also reduced the measured Hatensity by 30% to
collisional radiative equilibrium{(CRE) calculations. account for blending with a Li-like satellite, measured in

The CRE codé15] computes atomic level populations by higher spectral resolution data} desqribed in Sec. V. The peak
solving multilevel statistical equilibrium equations self- Plasma electron temperature is estimated from CRE calcula-

consistently with the radiation field and ion beam propertiestions f the line ratio as a function of temperature and den-

The processes included in the CRE code are described sity. The calculations show that this ratio is very sensitive to
Refs.[15] and[42] and[43]. The transport of line radiation changes in target temperature. For example, at an electron
was computed using a frequency-averaged escape probabfiensity of 2<10°” cm™~, a change in the electron tempera-
ity model [44,45, while radiation due to the Al continuum ture from 40 to 42 eV causes an approximately factor-of-two
self-emission was transported using a multiangle, multifrehange in the He-to-Li ratio. The sensitivity of this ratio to
quency model. Emergent spectra included opacity effect§ensity changes is smaller, but not negligible. At 40 eV, an
due to bound-bound, bound-free, and free-free processe@fder of magnitude change in the density produces a factor
Line shapes were modeled using Voigt profiles, with broag®f two change in the ratio. For the present analysis, we used

ening effects due to Doppler, Stark, natural, and Auge@n €lectron density .range.from><&01_9—8>< 10%° cm?, as
broadening included. suggested by the simulation described below. The plasma

The reliability of the CRE calculations was verified by eIe_ctron t(_ampt_erature_range consistent with the experimental
benchmarkindg46] against published experimental and theo-ratio and in this density range ,=38-43 eV.
retical results. Comparisons with laser plasma absorption
spectra were used to confirm the accuracy of the level ener-
gies, level populations, and oscillator strengths for plasma
conditions similar to those encountered here. The portions of We used the data to test radiation-hydrodynamic simula-
the code that are unique to ion-beam-induced emissiotions of the ion beam target interaction performed with the
spectroscopy—namely, the fluorescence yields and inneBucky [54] 1D Lagrangian computer code. The measured
shell ionization cross sections—have also been tested as eion beam parameters are used as input to the code and the
tensively as possible. The fluorescence vyield calculationsesulting target temperature and density evolution are calcu-
agree to within=7% with previous calculationgl7,48 for  lated. The ion beam stopping model is based on a method
Al and Ne plasmas. We expect the present calculations tdeveloped by Mehlhorfb5]. The particle angle of incidence
provide the most accurate results, since the previous worls taken into account using particle-in-cell calculati¢B8]
used pureLS [47] and purelJ [48] coupling. The multiple of the projectile trajectories that include 2D diode geometry
ionization cross sections are calculaféd] in a similar man-  effects and the initial 45° target angle. The radiation trans-
ner to the well-established methof#9—-51] used for cold port is treated using two models. A multigro(q00 groups
targets. We verified that the CRE calculations accurately remultiangle model is used for the Au bound-bound, bound-
produce the available measurements. However, we regafdee, and free-free radiation, as well as for the continuum
the accuracy of the multiple ionization cross sections as unradiation in the Al and CH zones. The Au opacities in this
confirmed, since the experimental cross sections in the literanodel are computed using the unresolved-transition-array
ture are mainly limited to neutral atoms with closeeshell ~modelEosoPA[46], and a detailed configuration accounting
configurations, while we are mainly concerned with openmodel is used for the loweZ-elements. The second model
L-shell Al ions. In order to evaluate the possible impact oftreats the line radiation for the Al and CH using a CRE
errors in the multiple ionization cross sections, we varied thenodel embedded within the hydrodynamics code. The CRE
cross section and examined the difference in the temperatureodel is similar to the stand-alone CRE model described in
that would be inferred from the He-like Al to Li-like Al Refs.[15], [42], and[43], but it uses fewer levels and an
satellite intensity ratio. We considered two extreme casesscape probability model to reduce computation time. This
First, the multiple ionization cross sections were set equal tonodel includes resonant self-absorption effects and calcu-
zero. This resulted in a temperature that was higher by abouates the self-consistent non-LTE atomic level populations
10%. Second, the singl&), double(KL), and triple(KLL) using 222 Al, 43 C, ath 4 H levels. The results of the hy-
ionization cross sections were multiplied by factors of 2, 4,drodynamic simulations are postprocessed using the stand-
and 8, respectively. Larger factors were used for transitiongalone CRE code since greater atomic physics detail is re-
with increasing number of ionizations because of larger unquired to generate accurate spectra than for computing the
certainties in the calculated cross sections. In this case, thgopulations and charge state distributions needed for the
temperature inferred was-10% lower than the nominal plasma evolution. The time-integrated synthetic spectrum for
value. These uncertainties are not included in the temperaomparison with the data is compiled by summing the com-
ture uncertainties reported elsewhere in this paper, sincputed spectra over time.
there is no hard evidence that suggests the nominal calcula- In our simulations it was found that the temperature in the
tions are inaccurate. Al layer at late times was significantly suppressed due to

IV. BEAM-TARGET INTERACTION
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800 2-5 higher than those of the more detailed calculations for
______ these plasma conditions. Because the multigroup opacities
[T=25eV e ] were computed using an atomic model with the same level of
_________________ detail as the stand-alone CRE code, the differences are due
i entirely to the fact that the multigroup transport algorithm
does not adequately treat resonance self-absorption effects.
Thus, a detailed treatment of line radiation transfer effects is
e required in our analysis and, in general, this approach should
0 = be considered for any target calculation where optically thick
Te 35 eV R lines but optically thin continuum radiation is encountered.
C - The actual ion beam incident on the target at any instant
has an approximately-Gaussian 2D distribution of intensities.
3 The width of the distribution changes as the focal spot size
changes in timdFig. 2). Thus, theKa spectrum at any in-
1000 | o stant is a sum of emission from regions that have ben heated
] by different beam intensity histories and that are experienc-
— ing different beam current densities at that instant. In order to
N approximate this complex situation with 1D simulations, we
10" 1020 divided the target into five different spatial regions ranging
from the central, most intense, part of the beam down to the
FIG. 4. Radiative cooling rate for an Al plasma, calculated with |€SS intense beam wings. The central region is an ellipse with
three different models. The solid curve is from the stand-alone CREL.08 mm minor and 2.3 mm major radii, chosen such that the
code and is considered to be the most accurate. The dot-dashéyerage irradiance during the early part of the beam pulse
curve is from the smaller CRE model embedded withinabeky was 97% of the peak irradiance shown in Fig. 2. The sur-
radiation-hydrodynamics code. The dashed curve is from a multirounding regions are successively larger elliptical annuli,
group radiation transport model, which does not adequately treatorresponding to lower irradiance values as the location is
resonant self-absorption. The pre-expansion plasma thickness in dlirther removed from the most intense part of the beam focal
cases was taken to be 2000 A. spot. We derived the beam irradiance history incident on
each region from the Rutherford-scattering data and per-
radiation losses. Because of this, a considerable effort waormed a separate 1D simulation for each region. We then
made to accurately model and benchmark the Al radiatiofpostprocessed the results to obtain a synthetic spectrum from
physics within the radiation-hydrodynamic code. Note that e€ach simulation, and combined the spectra together using
similar treatment of detailed radiation physics has been utiweighting appropriate to the areas.
lized by otherg57,59 for higher-temperature laser-produced  The deposition of beam energy and the reradiation of that
plasmas. Figure 4 shows a comparison of the net radiativenergy within the Au and Al target layers is shown in Fig. 5.
cooling rate for an Al plasma computed using three modelsThe results in Fig. 5 correspond to the central simulation
The solid curve was computed using our stand-alone CREllipse. The beam specific deposition in the Al peaks at 435
model. In this calculation a multiangle, multifrequency TW/g, compared to about 150 TW/g for the Au layer. The
model, resolving the line profiles in frequency space andeak in the deposited power occurs about 2 ns later than for
including line overlap, was used to treat the radiative transthe incident power, because as the target is heated, the value
fer. This calculation, which we consider to be the most ac-of dE/dx increases. At peak incident pow&r2 ng the en-
curate of the three models, indicates that many of the strorhancement of the deposited power over the value expected
gest lines are optically thick, and are therefore prone tdor room temperature materials is approximately 2.4 and 2.0
resonant self-absorption effects. The continuum, however, ifor the Al and Au, respectively. At 30 ns the target tempera-
optically thin over most of the spectrum. The dot-dashedure is higher and the enhancements are 4.5 and 3.1, respec-
curve in Fig. 4 corresponds to the Al cooling rates calculatedively. Note that the total power deposited in the Au region is
using the CRE-line transport model embedded in theactually higher than for the Al because of the higher Au
radiation-hydrodynamics code. In this case, each line wadensity. The radiation terms are determined by averaging
transported using a single frequency-averaged opacity in apver all the zones within each layer and dividing by the
escape probability model, but with a similar level of detail in mass. The Au radiation quickly becomes optically thick for
the atomic energy level modeling. Note the good agreemerhioth the lines and the continuum. The net radiation loss
between this model and the stand-alone CRE results. Thgrows correspondingly quickly and is comparable to the ion
dashed curve in Fig. 4 corresponds to the radiative coolinpeam heating after about 15 ns. Conversely, the Al layer
rates computed using a “multigroup” model, in which line never has appreciable continuum opacity, although the opti-
opacities and emissivities are grouped into a relatively smaltal depths for some of the lines are large. Note that here we
number of frequency bing100 group$ and transported are referring to the thermally excited transitidiesy., 3-2p
along with the continuum. Thus, in this model the detailedand 2p-3d) that dominate the radiation losses, while the
frequency structure is to a large degree lost, and resonanpnthermal ion-beam-producé&dx transitions provide diag-
self-absorption effects are not properly accounted for. Thanostic information. There is a brief period around10 ns
radiative cooling rates computed using this more “tradi-when absorption of Au radiation by the Al is sufficient to
tional” approach to radiative transfer are roughly a factor ofprovide net radiation heating of the Al. Later, the radiation
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losses dominate the radiation heating, but the radiation loss + &)

does not become comparable to the ion beam heating until
the end of the pulse.

FIG. 7. Temporal evolution of the spectral emission calculated

The evolution of the layer-averaged temperatures, densby postprocessing the simulation results for PBFA Il experiment
ties, and mean ionization stagg) are shown in Fig. 6. The 5851 with the CRE code.
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results in this figure again correspond to the central simula-
tion ellipse. The Au layer initially heats quickly in response
to the ion beam heating, reaching a maximum electron tem-
perature off ;=27 eV. However, as the radiation losses grow
and the region expands, the Au plasma electron temperature
drops. The Au region expands by an average factor of about
4000 during the pulse, reaching an ion density of about 1.5
%10 cm™3. In contrast to the Au, the Al plasma electron
temperature grows throughout the pulse. The ion beam heat-
ing dominates the combined radiation and hydrodynamic-
expansion cooling rates. The peak Al electron temperature
reachesT,=32 eV, about 16—26% lower than the estimate
obtained above using the He- to Li-like ratio. This discrep-
ancy is discussed below.

The temporal evolution of the synthetic spectra obtained
by postprocessing the simulation results is shown in Fig. 7.
As expected, the emission from the lower charge states oc-
curs mainly during the beginning of the pulse and the higher
charge state emission occurs later, after the target tempera-
ture has risen substantially. A comparison of the experimen-
tal spectrum with the time-integral of the baseline simulation
spectra is shown in Figs(& and 8b). A more quantitative
comparison is obtained by integrating over the appropriate

FIG. 6. Region-averaged electron temperature, electron densitgynthetic spectrum wavelength interval to determine the in-

andZ calculated witheucky computer simulation for the PBFA Il

tensity of the mairK « features. The intervals used are de-

5851 conditions. The solid curves refer to the Au region and thepicted with arrows in Fig. 8. The intensity of the correspond-
dashed curves refer to the Al.

ing experimental features is determined by fitting Gaussian
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FIG. 8. Comparison of PBFA 1l 5851 experimental spectii@n He Li Be B C N OFMg

with synthetic spectraM is the multiplier on the measured ion
beam irradiance used as input to the simulation. The synthetic spec- FIG. 9. Relative emission intensities for tHex features in the
trum in (b) (M=1.0) corresponds to the nominal measured beanP’BFA Il 5851 experimentsolid lineg compared to simulation re-
irradiance while the spectra m:) and (d) used beam irradiance sults (dashed |ineb M is the simulation beam intensity multiplier
values that were 25% and 50% higher than the measured valu@s defined for Fig. 8. The relative emission intensities are normal-
respective|y. The Charge state primar“y responsib|e for déah ized so that the total eqUa'S one. The number at the tOp of each
feature is indicated on the experimenta| Spectrum_ The downwarfﬁature is the ratio of the simulation value to the eXperimental value.
arrows at the top of the figure indicate the wavelength intervals
used to determine the relative emission intensities shown in Fig. ¢he simulation temperature initially rises too slowly, increas-
ing the dwell time for production of low-charge-state fea-
peaks to the data usirgpBFIT [53]. The comparison is dis- tures at the expense of the higher charge states. These dis-
played in Fig. 9. The experimental and simulation relativecrepancies are discussed below.
intensities are represented by solid and dashed histograms, The agreement between the synthetic and experimental
respectively. The relative intensities have been normalizedpectra is reasonable considering the approximations that
so that the total intensity equals 1.0. Above each feature is have been made. Three other similar experiments were ana-
number that gives the ratio of the simulation to experimentalyzed with a somewhat simplified atomic model embedded
relative intensity. The main features of the experiment arewvithin the radiation hydrodynamics code. Similar results
reproduced reasonably well, although the He- and Li-likewere obtained in all cases: there is generally reasonable
features in the synthetic spectrum are too weak. This clearlgpgreement, but the synthetic spectrum contains extra inten-
results from the discrepancy noted above: the peak temperaity from the lower charge states and weak emission from the
ture attained in the simulation is lower than the value ob-higher charge states. This systematic trend prompted us to
tained using the experimental line ratio and the CRE code. litonsider what effects might be responsible for the discrepan-
addition, the emission from the C- through F-like features incies. For this purpose we divided our procedure into four
the simulation is too bright by 20—100% . As pointed outcategories: the ion beam measurementsptiexy code that
above, the time-integrated intensity of ed€l feature de- calculates the temperature-density evolution, the CRE code
pends on the elapsed time that the plasma spends in thesed to generate synthetic spectra from sloeky results,
temperature-density regime that favors production of thaéind the recording of the experimental spectrum. The relative
feature, as well as the beam intensity and kinetic energyntensities in the experimental spectrum are affected by the
during that time interval. The extra intensity in the syntheticwavelength dependence of the light-tight filter, the geometry
spectrum low-charge-state features is presumably becausependence of the instrument sensitivity, the crystal reflec-
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tivity, and the film response. Although the instrument used in
these experiments was uncalibrated, we are relaying on well-
established previous work and consider it unlikely that un- __ | Hea N
certainties in the experimental spectrum are responsible for-‘g” [ _ 2
the apparent overionization of the synthetic spectra. In addi- 2, | | U (1s2p31—=1s°3) B ¢
tion, the benchmarking described above indicates that the_E i Li |
CRE code can accurately reproduce the miaia features | F-Mg
observed in the experiment and is not responsible for the ar abd  B°
underionized synthetic spectra. The impact of #®&0% un- jk
certainty in the ion beam intensity and uncertainties in the \
ion beam deposition and radiation models within HugEKy \J st?
code are essentially inseparable, since a higher plasma tem
perature would result from higher beam irradiance, larger ion DT S N
beam stopping power, lower radiation cooling, or some com- \ Y- . . . R
bination of the three. In order to evaluate the possible impact 78 8.0 - 82

of these effects additional simulations were performed using r(A)

an enhanced beam current density. The synthetic spectra ob- .
tained by boosting the input beam intensity by 25% and 50% . FIG. 10.Ka spectrum fro.m PBFA Il experiment 6347, recorded
are shown in Figs. @) and &d), respectively. Histograms of with higher spectral resolution than in Fig. 3.

the relative emission intensities are shown in Fig. 9. Theabove, this extra intensity was subtracted from the, He
simulation with a beam intensity enhancement of 25% givegensity before using the He- to Li-like line ratio to infer the
the best overall agreement, although the simulation He (o mperature, and it was also subtracted from the experimen-
tensity is still only 40% of the experimental value. The simu-ta) intensity in the Fig. 9 histograms. Another important dis-
lation with the 50% enhancement is overionized, with emis-CrepanCy is the broad quasicontinuum hump under the lower
sion that is too bright from the He-, Li-, and Be-like charge charge state features, indicated with a dotted line in Figs. 3

states. The 25% enhancement of the beam intensity is coRyq 10. This quasicontinuum does not appear in the synthetic
sistent with the estimatedt30% uncertainty in the ion beam gnecira. It is plausible that the quasicontinuum hump arises

irradian_ce. However, as noted above, this_, agreement coulglyy, merging of many weak transitions with a variety of
be obtained by enhancing the beam deposition or by decreagz,elengths. Such emission can result from transitions with
ing the radiation losses. The present results demonstrate that 5 spectator electrons since tme=3 spectators induce
our integrated model of the beam deposition, rad_iatio_n emi?émall wavelength shiftfsee Table IC As noted above,
sion and transport, and hydrodynamic expansion is valiqhege transitions are included in the CRE model, but the ex-
within the experimental uncertainties. cited state populations in the model are evidently too low.
The three discrepancies described abikie B-like satel-
lite profile, the satellite 13 mA from Hg and the quasicon-
tinuum hump all can be explained by a population mecha-
The stand-alone CRE code has been benchmd#éd nism missing from the CRE code, although the splitting in
against laser plasma absorption spectra and it adequately nére theoretical B-like profile may also be due to inaccuracies
produces the main characteristics of e spectrum in the in the theoretical wavelengths. One population mechanism
present experiment. However, there are some discrepanciésat is under investigation is simultaneous ion-beam-induced
that appear to be unigue to the ion-excitéd emission excitation and ionization events that could lead t® 2p
spectrum. An experimental spectrum recorded with someinner shell transitions with an=3 spectator. Such events
what higher spectral resolution makes these discrepancies ese not included at present because a reliable method for
pecially apparentFig. 10. The notation for the Li-like sat- calculation of the cross sections is unavailable. Another pos-
ellites is described in Ref52]. The calculations displayed in sibility is that the discrepancies are a reflection of assump-
Fig. 8 predict an easily discernible splitting of the B-like tions made in the treatment of ion stopping in plasmas. Al-
feature that is not observed in the experiment. In additionthough we include the nonthermal processes associated with
the atomic model underpredicts the intensity of the featurédon beam-impact ionization in the CRE modeling, we assume
that appears at 7.77 A in the experimental spectrum, approxthat the electron distribution is Maxwellian. The Maxwellian
mately 13 mA to the long wavelength side of HeThis  temperature is obtained from the radiation-hydrodynamics
feature appears in two experiments recorded with highecalculations, based on the “stopping power” mo@®h]. In
spectral resolution and it has appeared in prior higherreality, it is possible that the “‘stopping power” procese.,
temperature laser-produced spe¢ta,59. It has been ten- ion beam-target electron collisiondeads to a non-
tatively identified as a €2p transition with a 3 spectator Maxwellian electron distribution in the target. The subse-
electron. This transition is included in the CRE model, butquent interaction of the nonthermal electrons with the atoms
the excited state population is inadequate to explain the exn the plasma can then lead to productionkof satellites
perimental intensity. This satellite is merged with the,He with n=3 spectator electrons. For example, dielectronic re-
resonance line in the lower-resolution Fig. 3 spectrum. Basedombination is known to populate the levels of interest, but it
on the Fig. 10 spectrum, we estimate that 30% of the apparequires that the energy of the colliding electron be greater
ent He, intensity in the lower resolution experimental spec-than 1.4 keV in order to produce the satellite on the long
trum (Fig. 3) is actually due to this satellite. As mentioned wavelength side of Hg. Note that these nonthermal pro-

it
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V. DISCUSSION AND CONCLUSIONS
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cesses cannot entirely explain the underionization of the syrdy the fact that the spectral emission is directly induced by
thetic spectrum because the production of the observed Hethe ion beam, enabling some tests of the time-dependent
Li-, and Be-like intensities would still require higher thermal simulation fidelity using time-integrated data. However, ac-
temperatures than achieved in the radiation-hydrodynamicguisition of time-resolved spectra would clearly provide a
simulations. better test. The extension &f« spectroscopy to diagnose
The present level of agreement between the data anidn-heated targets using the target self-emission and the
simulations is encouraging, especially considering the lackiemonstration that simultaneous Rutherford-scattering beam
of prior benchmarking experiments that could be used to teddiagnostics are compatible with spectroscopic target-heating
the simulations. However, even though the expected cost of measurements paves the way for future improved experi-
light-ion fusion facility is expectedl1] to be low compared ments. Using the present results as a guide, we are designing
to other approaches, it is still high enough that experimentainore ideal experiments using multiple elements, time-
confirmation of accurate predictive capability for beamresolved spectroscopy, improved beam intensity measure-
plasma interaction is a prerequisite to serious consideratioments, and dot spectroscof§0] to reduce effects of gradi-
Therefore, more stringent tests of beam-plasma interactioants.
models are required. Limitations in the present experiment
include =30% accuracy ir_1 the beam irradiance, averaging _of ACKNOWLEDGMENTS
the spectrum over both time and space, and the possible im-
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